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With analysts,

with partners,

and with our customers
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75%
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Be1er
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Autonomous Cloud Management is an opinionated enterprise-
grade framework for shipping and running cloud-native
applications better, faster, and more frequently

What is Autonomous Cloud Management
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Automated Monitoring

Automated Test & Quality

Automated Software Delivery

Automated Operations

ü Strategy

ü Process & Culture

ü Tooling

ü Integra@ons

ü Architecture

ü Cloud Infrastructure

ü Workflow
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How is ACM different from what I’m doing today?
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Have you seen a significant 
reduc2on in produc2on 
incidents?
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Has your deployment lead 
time reduced to 1 day, or 
better?
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If you run 2 week sprints, do 
you release 26 6mes a year?



Confiden'al 12

Process

CI/CD 
Tooling

Architecture

Culture

Cloud Infrastructure

Better, Faster, More 
Frequently
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Manual 
pipeline

No TDD

Unstable QV 
environment

Problems 
found in prod 
by end users

Slow tests

OpenShi?

Breaking 
down the 
monolith

Processes

Monitoring
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Manual 
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Result: from dev to 
prod takes 13 days!



Confiden'al 17



Confidential 18

1 2 4 53

Production

Staging Approve Staging Produc7on Approve Produc7on

CI    CD CI    CD CI    CD CI    CD

Push Context Auto-Quality Gate Push Context Auto-Validate

Auto-Remediate!

Build #17 Build #18
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{
"lowerBound": 1,
"upperBound": 100,
"_comment": "global configuration environment-wide",
"timeseries": [

{
"timeseriesId": "com.dynatrace.builtin:service.responsetime",
"aggregation": "avg",
"entityIds": "SERVICE-3211ABE8813B9239",
"lowerBound": 1000000,
"upperBound": 2000000

}
]

}

m
on

sp
ec

Performance Signature

Performance-driven Automatic Quality Gates

Automatic Feedback

Build Performance 
Analysis
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Test Run 4 Test Run 5
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Auto Mitigate!

1 CPU Exhausted? Add a new service instance!

3 Issue with BLUE only? Switch back to GREEN!

?Escalate at 2AM?

2 High Garbage Collec>on? Adjust/Revert Memory Se>ngs!

4 Hung threads? Restart Service!

5 Still ongoing? Initiate Rollback!

Escalate? S>ll ongoing?5

1

2

3

4

Mark Bad Commits

Update Dev Tickets

…
…

Impact Mitigated??
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masterdevfeature feature

Unit Tests
API Tests
5min Perf Unit Tests

Per Commit

Performance

Resources

Dependencies

Quality Feedback

Env:DEV
develop

Functional Tests
15min Load Tests

Per Pull Request

Performance

Resources
Dependencies

Env-Ready Check

Env:IT
master

2h Load Tests

Every 4 hours

Performance
Resources

Quality Feedback

Env:QV
master

Availability

Daily

Env:PROD(PV)

Bi-Weekly

Env:PROD

ChatOps

NoOps

Self-Healing
Behavior & Adoption

Availability

NoOps

Self-Healing
Behavior & Adoption

push

push

push
Pull Request

Daily

Bi-Weekly

Automate Quality Automate Deployment Automate Operations

Security Checks Chaos-Monkey
Self-Heal Validation

NoOps

Quality Feedback
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Rome wasn’t built in a day
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Build ApplyModel
Onboard, train, and discover Build the ACM fabric Apply ACM to produc:on applica:ons

Blueprint Automated So=ware DeliveryAC Lab

Monitoring

Delivery

Quality

Operations
Reference Architecture

Autonomous Cloud Implementation
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Autonomous Cloud Lab (ACL)

• 5-Day immersive hands-on automa2on lab

• On site at customer (private) or at Dynatrace Innova2on
centers worldwide (shared)

• Founda2on to core concepts for fully automated so>ware
delivery in modern cloud environments

• Techniques learnt will be put into prac2ce during the Build and
Apply phases of the ACM project

Day 1
Autonomous Cloud Concepts
Cloud-Native Concepts
Monolith to Microservices

Day 2 Developing Microservices
Monitoring as a Service

Day 3 Performance as a Service
Unbreakable Pipeline

Day 4 Produc?on Deployments
Self Healing

Day 5 Virtual Operations
Project Time

Lab Agenda
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SURVIVAL

1 Automate Monitoring

• Improve performance visibility across applica7ons & environments
• Decrease performance analysis 7me and effort
• Eliminate manual effort to deploy monitoring

SELF-SERVICE MONITORINGIntegrate monitoring in to the software delivery process

2 Automate Testing

• Reduce time and effort to test changes
• Identify code defects earlier in the lifecycle
• Enable automated software promotion at each gate

ON-DEMAND PERFORMANCE 
TESTING

Enable on-demand tes?ng at every gate within your pipeline

IMPORTANCE3 Automate Software Delivery

• Changes are moved to produc7on faster
• Increase deployment frequency
• Improve service reliability for end users

FULLY AUTOMATED 
DELIVERY PIPELINE

Deliver code to production with no manual intervention

SELF 
HEALING

• Remediate problems faster and more effec7vely
• Reallocate Opera7ons resources to more strategic ac7vi7es
• Proac7vely mi7gate poor customer experiences

4 Automate Problem Remediation
Realize self-healing applications

Cultural path towards ACM
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Questions?
Come see us at the Innovation 

Center!
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• 2 minute survey

• Find it from the Perform app menu

• Complete survey for each breakout you attend

Track = Software Intelligence
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Thank you
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