The journey to autonomous
cloud management with
Dynatrace

Software Intelligence Track

ipdynatrace
Perform

Trevor Ealy

Director

Dynatrace

Kristof Renders
ACM Architect

Dynatrace




Six and half years ago...

a

technologies

®
® ® ..

Mainframe Client Server

1998

dynaTrace

software

) APPDYNAMICS

New Relic @

o
SOA

2006

Early
cloud

2008

ipdynatrace

2012

Containers

Micro-services

® Enterprise cloud

2014

\[e]0] o}
Serverless
loT
Self-Healing

ipdynatrace
Perform

Dynatrace journey to

NoOps begins

2016

Confidential 2



pdynatrace
Perform

The results speak for themselves

100% ~100 500

3

2

5 0

o = o
2011 2017 2011 2011 2017 2011 2017
releases production EC2 daily
per year ugs instances deployment
reported by S

customers



Our Story Resonated

With analysts,
with partners,

and with our customers
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Case Study: Dynatrace's Journey Toward with

. N - - Diar
Delivering Business Transformation
A Software Vendor's Evolution From Waterfall To DevOps To NoOps
August 7, 2017
Why Read This Report Tak
Software vendors face pressure to transform the way they deliver their solutions to customers; igt‘;
they must provide competitive advantage and differentiation to keep increasing revenue. This
requires quality and speed — and the complete automation of the continuous delivery pipeline.

k . . . App!
This case study will help infrastructure and operations (I&0O) professionals understand how New
Dynatrace adopted development and operations (DevOps) to shift from a traditional development
and delivery model to continuous delivery, ensuring rapid value and continuous innovation for its Res

customers.



Deliver software better, faster, more frequently

Better

§75%

production incidents

Faster

97%

deployment lead time
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More Frequently

releases per year
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What is Autonomous Cloud Management

Autonomous Cloud Management is an opinionated enterprise-
grade framework for shipping and running cloud-native
applications better, faster, and more frequently
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How is ACM different from what I’'m doing today?

Confidential



Already Shifting Left?

Have you seen a significant
reduction in production
incidents?
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Already Automating Delivery?

Has your deployment lead

time reduced to 1 day, or
better?




Already adopted Agile?

If you run 2 week sprints, do

you release 26 times a year?
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ACM puts the pieces together

\ Culture Better, Faster, More

————

== Process ‘;k‘ Architecture ‘ Cloud Infrastructure




ACM in detalil
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ACM Delivery Pipeline in Action
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monspec

Shift-Left: Monitoring Specification as Code

Performance Signature

Build Performance
Analysis

Automatic Feedback

Performance-driven Automatic Quality Gates
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Shift-Left: Performance Diagnostics as a Self-Service

E Top database statements Top web requests

Analyze the most frequent and most expensive database statements in Understand and analyze which web requests are the most expensive and

monitored server-side applications. most frequently called.

pdynatrace
Perform

u Exception analysis

Understand and analyze all code-level exceptions in monitored server-side

applications.
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Auto Mitigate! e : e C g coe

CPU Exhausted? Add a new service instance!

Runbook Automation Workflow

www.easytravel.com
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Customer X — The New Way: From First Line of Code to Production Deployment
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The Road to ACM




Let us guide youl!
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Autonomous Cloud Implementation
: . Monitoring_ |
B i % i &,
Blueprint AC Lab Reference Architecture :___P_q'i\f?é\_/_ ____ . Automated Software Delivery
. _Operations_,
] L e B ESGGGREEI LR e >
Model Build Apply

Onboard, train, and discover

Build the ACM fabric

Apply ACM to production applications
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Autonomous Cloud Lab (ACL)

Lab Agenda

Autonomous Cloud Concepts
Day 1 Cloud-Native Concepts
Monolith to Microservices

* 5-Day immersive hands-on automation lab

Developing Microservices
Monitoring as a Service

* On site at customer (private) or at Dynatrace Innovation Day 2

centers worldwide (shared)

* Foundation to core concepts for fully automated software Day 3 Pef;mmkalcle asal-"ef"ice
Unbreakable Pipeline

delivery in modern cloud environments

* Techniques learnt will be put into practice during the Build and Production Deployments

Day 4 Self Healing

Apply phases of the ACM project

Virtual Operations
Project Time

Day 5
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Cultural path towards ACM

° Automate Problem Remediation

Realize self-healing applications

SELF
* Remediate problems faster and more effectively
* Reallocate Operations resources to more strategic activities HEALING
* Proactively mitigate poor customer experiences

e Automate Software Delivery

Deliver code to production with no manual intervention FULLY AUTOMATED
* Changes are moved to production faster DELIVERY PIPELINE

* Increase deployment frequency
* Improve service reliability for end users

e Automate Testing

Enable on-demand testing at every gate within your pipeline ON-DEMAND PERFORMANCE

» Reduce time and effort to test changes TESTING
* Identify code defects earlier in the lifecycle

* Enable automated software promotion at each gate

a Automate Monitoring

Integrate monitoring in to the software delivery process SELF-SERVICE MONITORING

* Improve performance visibility across applications & environments
* Decrease performance analysis time and effort
* Eliminate manual effort to deploy monitoring
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Questions?

Come see us at the Innovation
Center!
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Come see us at the Innovation Center!
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Let us know how we did!

5:47 9 Il LTE @
* 2 minute survey
* Find it from the Perform app menu %  Agenda

Maps

* Complete survey for each breakout you attend

%  Sponsors

&  Speakers

N WiFI

4 Attendees
Track = Software Intelligence % HoloLens

@  Autonomous Cloud Survey

Breakout Survey

'

Certification

Escape the War Room

2 B O

Peer Reviews
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Thank you
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