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Question: How can we improve these?

Take the survey: https://dynatrace.ai/acsurvey



Breaking Barriers

Monitoring as a Common Language



Breaking Barriers example: oo
Feature feedback usage to DevOps Slack

Logs  summarized ~  to 13 groups.  View chart by oglevel < share Exportreslts

#1 Dynatrace LOG API
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Today
f\\:) Nob (NoOpsBot) APP 1:46 AM
@z Reached build 3744 now - audit analysis job still alive.
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Breaking Barriers example:
Visualizing quality metrics in different forms & shapes

Pipeline IBX_AUTH_SERVICE

Full project name: gas/Performance/Digital/CI-CDABX_AUTH_SERVICE
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Building Reliability

The Rise of Site Reliability Engineers (SRE)



Building Reliability: Topics
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Becoming Automated

“DAVIS, Fix that Problem for Me”



Becoming Automated example: o
Bots for safer deployments

—_—

g Atom APP 3:43 AM
#keysvc_selfheal keysvcl5 - KeyService failing on 15 Node

Ultron APP 8:43 AM
BNl Lot me try to fix it...

KeyService self healing work flow has been executed on keysvc15.

@ Atom APP 3:50 AM
> #Deployment Request from gourav.saxena@citrix.com

Request: RITM0210319
Title: Deploy v18.12.54
Environment: Pre-Prod
Build: v18.12.54
TicketStatus: true
PreprodPath: PreProd _v18.3
TestPath: TEST v18.3

Ultron APP 3:50 AM
A Are you sure this build v18.12.54 exits? I can't find it!




Becoming Automated example: goreace
Bots to answer common questions

any issues last night . . I
Thread % @ failures on AccountService @

#wwops-webops-dt

e There are currently two open problems.
Nestor Antonio Zapata Today at 11:22 AM 28: User Defined Alert / In the last 2 hours, PreProd- experienced an average failure rate of 8.7% and it seems to
@davis Time Frame Affected Service be getting more frequent.
Dec 17 at 11:51 PM - Dec 18 at 10:11 AM Prod. trixServices

Failure Rate - 2 Hours

3 replies 573: Increase in Failure Rate «fjmmm
Time Frame Affected Service
2 i Dec 14 at 12:39 PM - Dec 18 at 10:11 AM reProd
' ’ daVIS APP. <1 minute ago Please select an item, or say 'next page'.
Good morning! It looks like you have three open problems. =) | s

would you like to see a list of these issues?
'a Nestor Antonio Zapata < 1 minute ago

yes | ‘ ‘ ‘ ’ |" ’HH ‘"
oy i o | ||’|“.||.n .I‘u L H| |.||| |||..|||||..|.‘ ||.|”||||”|I |I|IH I

Here are the problems you requested.

Page 1 of 1
. Monday night, PreProd- experienced an average failure rate of 2.6% but it seems to be
827: Abnormally Slow Response Time getting a bit less frequent.
Time Frame Affected Service Failure Rate - Monday Night
Today at 10:46 AM - TestVantiveData
Today at 11:22 AM
any recent deployments @

Service Method
acspGetAuditTrailByObjectldObjectTypeAndColumnN
ame Q MyCitrix-PreProd Deployment.

Infrastructure Version
28: User Defined Alert ITCVM2633 ctte. et V181279

Time
Time Frame Affected Service Yesterday at 1014 PM e atll ||

s . Custom Properties aeve b L safcans i . — T | Y

Yesterday at 11:51 PM - Prod-/CitrixServices Service-Now Request - RITM0212267

Products - NotficationFabnc ngService, CitnixDataSyncMonitor, Citrix Web. InternalApps,
Today at 11:22 AM MyCitrx | PreProd-

Requester - khalil ouassal@citrix. com 2

73:1 in Fail R Jenkins Bulld Number - 1553 Is there anything else | can do for you?

5 - Increase In railure ate Is there anything else | can help you with?
Time Frame Affected Service




Take the survey &
learn and advance! =
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Thank you

ipdynatrace
Perform

\\\\\\\\\\\\\



